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1. a) Suppose X ={X,,, —co<n<oo}andY ={Y,, —oo <n < oo}

are mean zero, stationary L?-processes with X,, = Y a;V,_;, the

series converging in L?. Let px and puy be the spectral measures of
X and Y respectively on [—7, 7. If p(A) = > ae”™ X € [-m, ]

j=—00
converges in L?(uy), show that

px(E) = [ 1600 Pdur ().
10]

b) Conversely, suppose that X = {X,,, —0o < n < oo} is a mean zero,
stationary L2-process whose spectral measure px is given as

px(E) = [ 1600 ()

for some finite measure p on [—m, 7] and ¢ € L*(u).

0 N -
Suppose further that ¢(A) = 3 aje™™ for some complex numbers
j=—o0

a; and the series converges in L*(pu). If [¢(N\)] > 0 a.e. u, show that
there exists a stationary, mean zero, L?-process {Y,,, —oo <n < oo}

with spectral measure p such that X, = § a;Y,_;. [10]

j=—o0

2. Foreachn > 1,let {W,(t), t € IR} be a sequence of mean zero, station-
ary L?-process with spectral density given by f,(\) = Ij_,()). For
g € L*(m), m being Lebesgue measure, let W,,(g) = [ g(t)W,(t)dm(t).

R

a) For each g € L?*(m), show that there exists an L?-random variable
W (g) such that lim W, (g) = W(g) in L?. Show that W (g) satisfies

o0

E(W (@)W ®R) =27 [ g®)h{B)dm(»)

—0o0

[10]



b) Show that there exists a process with orthogonal increments {Z(\), —oo <
A\ < oo} such that [ g(A\)dZ(\) = W(g) for all g € L*(m).
R

[10]

. Let (B;) be a d-dimensional standard BM . Let P, be the law of
(B; + x)t>0 on (C[0,00),C). Let Fs = o{By, t < s}. Let B,

2 — (C[0,00) be the map w — (Bsit(w))i>0. Show that the regular
conditional distribution of By given Fj is given by the map (w, A) —
Pp,w)(A).

[10]
. Let (B;) be a standard one dimensional BM and M; = sup Bs. Show

s<t

that the joint density of (By, M) is given by

fo 0 r>z orz<0
T.2) = (2271)2
7 \/22;372906’ 3 z>0 andx <z

Hint: Compute P{B; < z —y, M; > z} for z > 0,y > 0. [10]

. Let (B;) be a standard one dimensional BM. Show that for any b € IR,
the random set {t : B, = b} is a closed, unbounded, perfect set of
Lebesgue measure zero. [15]

. Let (B;) be a standard one dimensional BM and for b > 0 let 7, be the
first passage time for b. Let Y; = Bys,,. Show that (Y})¢>o is a Markov
process, starting from zero with the transition function Ks(t, z, -)
defined as follows:

Ks(t, z, ) =0,(-) ift=0 ort>0 and z >b.

If 2 <band A C (—o0, b) and t > 0, then

_(z—y? (2b—x—y)2
o(t, z, A) { 2 e }dy.

A

and Ks(t, z,{b}) = P{M; > b— z}. [15]
. Let {Q};’il be a sequence of independent and identically distributed
k
r.v'son (2, F,P). Let So =0, Sy, = > ¢, k>1. Let
j=1



Vi = S+t —[t)¢+ =0

1
X' = —=Y, t>0
t ov/n ! -

a) Show that for every ¢ > 0, T' > 0,
limsup P{ max | X! — X['|>epr =0

010 p>1 [s—t|<68
- 0<s,t<T

[You may state, without proof appropriate results about the Sy’s that

you need]. [9]
b) Show that for 0 < ¢,< ... < #, the random vector (X7,... X}})
converges in distribution to (By,, ... By, ), where (By):>o is a standard
one dimensional Brownian motion. [9]
c) Let P, be the law of (X]');>o on (C|0,00),C). Deduce from a) and
b) that {P,} converges weakly to the Weiner measure. 7]



